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 Regression is more sensitive w.r.t. input 
than classification 
 Learning methods and architecture are 
investigated so far 
 What are the right representations? 
 Are common representations applicable?

Higher accuracy and fast convergence in 
learning the kinematics thanks to effective 
representations. Advantageous 
representations are mandatory even for low 
dimensional machine learning application!

Motivation

 Shallow artificial neural network  
 Empirical study with different robot 
types 
 6 different joint space representations 
 15 different orientation representations 
 Normalization w.r.t. number of neurons 
 Affine transformation for 
disentanglement

Approach

 Better with quaternions 
 Better with affine transformation

Results
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 Use quaternion/vector-pair 
 Transform your inputs and outpus  
 Mandatory even for low dimensional 
problems

Conclusion

Continuum Robotics Laboratory


